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INTRODUCTION

We live in a nonlinear world, but very frequently we base our under-
standing of it on linear -nthematical_lodoll which fail to predict (or even
hint at) some of the most interesting physical phemomena which are readily
discernibls in nature every day. Jump phenomena, subsharmonic oscile
lations, limit cyecles, snd frequency entraimments are just & few examples
" of physical phenomena which are inadequately described by linear mathe-
matical models. |

A much more serious consequence than our failure to predict existing
nonlinear physical phenomena with our linear mathematical models is our re-
sultant tendency to think and synthesize in terms of linear co-p;onante and
devices when designing cyitens to perform a given task. Quite often a non-
linear system might be more reliable, more efficient, nore_océnolical,
simpler, and, in general, more suitable then the corresponding linear
system. Unfortunately, our *linsar training‘ teaches us to be linear.

To state that it is easier to analyze a linear mathematiocal model de-
scribed by linear integral-differential equations with constent coef-
ficients is not a valid reason for specifying linear uycten.; Nor is our
ignorance in the field of nonlinear mathematics a valid excuse. Nor is it
valid to say that many physical systems may be cpproxil;tod by & linear
mathematical model because nearly all observed deviations from predicted
results may be attributed to our failure to take into account the physical
nonlinearities.

The purpose of this dissertation is to use the adaptive viewpoint and
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to present the steps leading to the synthesis of a physical system with a
specified transfer characteristic and subject to a given set of specifi-
cations. It will be shown that the specified tramsfer characteristic may
be interpreted to be a so=called open~loop system, a closed=loop system,‘
or an adaptive control system depending on the viewpoint that is teken.
Although in some cases the ssme equation (or set of equations) may describe
the terminal characteristics, the actual internal physical configuration
may be radically different. The optimum physical configuration is the one
then that maximizes the effect of the desirable characteristics of the
components selected and minimizes the effects of their undesirable charace.
teristics. For example, simple feedback makes it possible to "barter" a
higher than necessary (but scmewhat varying gain) for a lower but more
constant one. 8imilarly, ti:e use of‘the adaptive viewpoint will meke it
possible to reduce certain stability problems if the specified performance
is not ﬁmnded immediately. Or to state this another way, system pere
formance may actuslly improve with age.

Furthermore, this dissertation will show that the choice of an a-
daptive control system will make it possible to correct for undesirable
changes in components in a manner which is superior to the conventional
feedback system. It is superior because it may not cause the stability
problems which arise quite frequently in conventional feedback systems with
high loop 'gd.na. Unfortunately, when stability problems do arise in an a-
dq:tive control system, they are of a much more complex nature and, at the
pregent time, are not as well understood es those in linear control

systems.



A logical starting point for this discussion is a review of existing
literature and, in particular, a statement and an agreexent on an accepta=

ble definition of what constitutes an adaptive control system.



REVIEW OF LITERATURE

At the present time there is no universally accepted definition for an
adaptive control system. Therefore, it is not surprising that there is
also no univornaliy accepted classification for the warious types of ex-
isting adaptive control nyltem.‘ Consequently, our first task is to at-
tempt to state a definition which is oompatible with the majority of ex-
isting definitions. Then, hopefully, with this judiciously chosen defi-
nition, 21l existing systems may be conveniently classified using this

definition.
Definitions of an Adaptive Control System

The most concise definition of an adaptive control system is given by
Truxal (8) who states that "An adaptive control .y'ntm is one which is de=
signed with an adaptive viewpoint". Truxal elaborates, hovonf, "By this
adaptive viewpoint one obtains a logical, simple, and -traig}:tfomrd tech=
nique toward the inclusion of & nonlinear element within the system to ob-
tain scme¢ reasomable performance specifications or meet some reascnable
optimization criteria®. Whitaker (9, p. 3) states that "An adaptive system
is ohe that adapts itself to a changing envirorment, a changing character
of input signals, or a changing system or component characteristic in such
a manner that a desired porfonanc§ will be maintained®. Anderson ot al.
(1) feel that "the concoptv of the ulr-adaptin control system is based on
the premise that either implicitly or explicitly such a lyntén must perforam
the operaticns of a) contimious measurement of system dynamic performance;

b) continuous evaluation of performance on the basis of some predetermined



criterions and o) continuous readjustment of system paramsters for optimum
syeten performance in accordance with the measurement and the evaluation
performed”. Galbiati (3, pe ) states that "An adaptive control system is
a system having some auontio.li parameter affected by a variation in at
least one environmental factor input signal and also containing a means of
compensating for the variation of the parameter'.

Even thougz nany more definitions could be included hers, it np}url
sufficient to include just one more by quoting Aseltine (2). who states "I
think you need three things in this design of an adaptive system. First
you must have a measure of system performance while the system is oper-
ating; second, you must hayo a means of converting this measure of per-
formance into numbers or some measure of how good the performance is; and
then finally, you must have a means of using this number to change the
system 1tulf'.. _

For purposes of this dissertation a system is defined to b§ an a-
daptive control system if it meets al] three ‘of the folloewing conditions:

1. System performgnce magt be determined. This determination mey

be made by observing system response to actual ccsmand inputs,
noise inputs (both natural and mammade) or ‘l.peoi.al inputs such
as impulses and sine waves. A judieiously chosen limit cycle
may also be used. ,

2. Observed performance must be evalusted. This eniuation is

most frequently done by comparing it to the desired per-
formance. The desired performance is an embodiment of the

systen specifications in one form or another such as, for



example, a mods]l of the desired system.

3. The pssults of the evaluation must be used to modify some u.rt of
the system. The parts most frequently modified are system gnina,'
time cénltantl, values of resistors and qupacitorl, and, in gener-

al, anything that can undorgo. a centrollable change.
" Classification of Adaptive Control Systems

It would seem natural and cenvenient to clailify all existing adaptive
control systems according to the roqni:mto stated in the definition
given in the preceding section. Unfortunately, this is not pessible in all
‘cun because there is a class of systems vhich does not satisfy all three
of fho cond;tions in the stated definition, but, nonrtholni, is classed
as adeptive by some authorities, but not all. This class will be deaig-
nated in this section as qusi-aduﬁtin. By introducing this fourth
classification of quasi-adaptive, it is poilible to discuss all types of
existing adaptive control systems under the following four categories:

1. MHeasurement of lyatc- performance

2. Evaluation of measured performance

3« Change in system parameters

4. Quasi-adaptive systems.

Measurement of syst rmance

System performance and/or system transfer characteristic may be
measured by means of a test signal, a limit cyole, or cross-correlation be-
tween the output and the input. Test signals may be sinusoidal, a series :

of generated impulses, or white noise (both natural occurring and marmade).



An impulso=excited adaptive system was studied on an anslog computer by
Aseltine ot al. (2)e Their system was euentially 8 second=order system
with the demping ratio [ sdjusted by the adaptive loop which utilizes an
arou—nﬂo figure of merit applied to the output resulting from a series
of unit impulse inputs éonontod by an oxtomi pulse train generator. A

' typical example of a random (white nois;) test signal has been studied by
Anderson ot sl. (1). Roberts (6) used the amplitude and frequency of a
natural occurring limit cycle to d.etor-in'e the characteristios oyf his
‘ayat.m. Anderson st al. (1) cross-correlated the output and the input of
& system excited by a noise signal to obtain one point on t;ho impulsive
response of the system. With twelve cho.nnol_l of digital c.rou-cor'rolation,
each having a differsnt dolay, twelve points on the inpuhive response were
obtainod. The underlying assumption was simply that the noilo of the
signal input has a bandwidth mich larger (at least 10 times) than th;i of
the physical system. This aimﬁtion is easily satisfied in most con=

ventional control systems.

io st ce

Ostensibly a system is built to serve a purpose; the engineering
statement of this purpose is called a -pociﬁcationi and the comparison of
the actual observed perfomhco to the specified performance involves an e~
valuation and an error criterion. There are numerous types of error orie
teria currently used in tfxo evaluation of the performance of adaptive con=~
trol systeme. Barture and Aseltine (7) define and explain all of the
commonly used ones. It may be informative to list a few as follows: im-

pulse response area ratio (IRAR), integrated absolute valus of the error



(IAE), integrated squared valus of the error (ISE), integrated time mlti-
plied by absolute value of error (ITAE), mean square (MS) error, and root

mean square (RMS) error.

e stem parsmeters

The two system parameters which are usually changed to make a system
adaptive are gain and the position of select poles and sercs. 6ain changes
may be made either coniinuouliy or discretely, fbr example, 10 steps from
maxioum to minimum gain. The change in the positions of certain poiea and
zeros may also be continuous or discrete. All of the above cases are dis-

cussed in considerable detail by Galbiati (3).

Qggo;-ggggtgvg systems

Quasi-adaptive systems are those which are classed as adaptive by some
authorities and non~adaptive by others because of conflicting definitions.
In general, quasi-adaptive systems reduce the effect of unavoidable vari-
ations in system parsameters by inherent design using fixed components in
.ingeniou- configurations, such as feedback of signals, rather than cone
trolled deliberate parameter changes. Most present day quasi-adaptive
systens may be divided into two classes: _programmed quasi-adaptive and
input quasi-adaptive.

A programmed quasi-adaptive system is one in which situations which
cause a deterioration in performance are known beforehand and means are
taken to change system parameters 8o as to reduce this deterioration. A
typical system with programmed temperature correctisn is the case of the
transistor amplifier with a thermistor for thermal stabilization. The
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"programming® in this example is the prior selection and installation of
a 'thomistor with the eppropriate compensating temperature characteristic
to offset the kmown transistor temperature sensitivity. This system is not
truly adaptive because actual performance is not measured.

In an input quasieadaptive aya_ten, some characteristic of tho input
signal is used to chn.nge. a system parameter. A typical example may be
found in the system proposed by Keiser (5) where the adjustnent of the
system parameters is made on the basis of measurements of the short time
auto~correlation of the signal plus noise at the input. It doss not have
the advantages of a truly adaptive system because the cfmngea are made es~
sentially open-loop and are not dependent on the actual performance

measured at the output.
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METHOD OF ATTACK

As the title of this dissertation indicates, the area of investigation
is primarily that one which concerns itself with the application of the a=
daptive viewpeint to a claai of physical systems which can be described by
e nonlinear equation (or equations) with time varyiﬁg parameters. Or to
state thie another way, the basic problem is io determine all poesible
characteristics and consequences of'uaing the adaptive viewpoint to synthe-
size a system vhich.satiafiea certain given specifications.

The first and most important step in solving any engineering problem
is to define the problem. Trivial a; this may seem, the author is person-

ally aware of several engineering projects where this was not done.
Statement of Problem

Let 1t 50 asiuned that it is necessary to synthesize a ayateﬁ which ie
to have a transfer characteristic of 10. The term "transfer charactere
istic" is defined to be the ratio of the output te the input of the system.
It might have the units of radiens per volt, footepounds per volt, radians
per second per ampere, Oor even volts per volt and be dimensionless, as in
the case of a voltage amplifier. Simulation on an analog computer would
also result in a dimensionless ratio. |

If the numerical value of the transfer characteristic is to be exactli
10, constant for all time, all possible magnitudes, and variatiens of the
input signal, then the solution to this problem is not physically realiza~
ble because no compenents or configuration of existing components has been

discovered up to the present time which has these characteristics. A more
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realiztic, and far more typical set of specifications, would be 10 s per
cent for an input variation over the range of 10 to 1.

Synthetical Approaches

There are three types of problems in system engineering, i.e., the a-
nalysis problem, the synthesis problem, and the instrumentation problenm.
Although they appear to be very closely rglatod{ the amount of effort and
ingenuity required to solve them is radically‘differont. The similarities
and differences among the three types of problems can best be explained by
the diagraﬁ shown in Figure 1 where the input variable is r(t), the output
variable is c(t), and the system traﬁlfor characteristic is represented by
’the lower case 'g'.' The term "transfer functiop' has not been used and
has been intentionally avoided because common and repeated usage has given
it the definition of being th§ ratio of the laplace transform of the output
variable divided by the Laplace transform of the input variable.

Referring again to Figure 1, when r(t) and g are known, and c(t) is to
be determined, this is called the analysis probleme When c(t) and g are
known, and r(t) is to be determined, this is the instrumentation problem.
Finally, in this dissertation, it is assumed that the character of both
r(t) and c(t) is known, and it is necessary to determine the system
transfer characteristic g In general, there is not a unique solution to
the synthesis problem so it is not surprising that it is the least under~
stood of the three problems.

The use of the adjective "synthetical® may seem to be a little

strange, but it is exactly anslogous to the use of tho adjective "analyti-



Figure 1. Block disgram 1llustrating the vocabulary commonly |
associated with the dessription of a system or situation
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cal® to desoribe approaches to the solving of the analysis problem, as,
for exemple, the "enalytical approsch®. |

The three approaches commonly used today to solve the system lyntho'lia
problem may best be described by the following terms: the open=loop system
approach, the closed=loop system approach, and the adaptive control system
'appro'ach. The word "viewpoint® is sometimes used instead of approach as,

for example, the adaptive control system viewpoint.

Openeloo L1

Suppose that for simplicity it is nmod that the desired transfer
characteristic is to be 10 =1 per cent and dimensionless. More specifical-
ly, it could be a voltage amplifier with units of volts per volt, but this
does not affect this discussion since the philosophy of the various ape
proaches is the same as if it included an electromechanical actuator, such
as a motor, and had the units of torque per volt, displacement per unit
current, or velocity per unit' angle.
. To design a voltage amplifier of 10 is not a difficult problem. Cone
ventional vacuum tubes and transistors may be used in a .common cathode or
common emitter configuration respectively, to realize this velue. Why then
is this a problem? It is a problem .beeuuu no components are ever supplied
which have exactly the value stated. i’yp:lcal tolerances are :5 per cent
for resistors, 210 per cent for capacitors, and 22 por cent and even
higher for vacuum tubes and transistors. The gain of this smplifier could
.very easily be 10, but the 4 per .cont specification would not be satis-
fied.

A typical open=loop system is shown in Figure 2 which shows that the



FMgure 2. Block diagram of a typical open-loop system
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tolerance on the ratio of the output to the input is equal in magnitude to
the tolerance in the block. Since tho desired tolerance is 21 per cent
and the block tolerance in this typical case might be about 210 per cent,
this openeloop system does not meet the given specifications. Migure )
shows a typical set of transfer characteristics for an open=loop system
vhen K° varies over a range by a facior of 10 to 1'hjl.ghor and lower than

its noninal value of 10.

Closed-loc a ch

A closed=loop feedback cc;ntrol system is defined by Grabbe et al. (4,
pe 19=06) to be a “control system which tends to maintain a prescribed re-
htionuhip' of one system var:hble to another by comparing functions of
these variables ﬁd u-i.né the relationship as & means of control®. Figure
4 shows a block diagram of a typical feedback control system with standard
symbols and their values for the problem under discussion.

Suppose now that h is equal to 0.09 and g is equal to Kz vhich undere
goes the same variation that K° did in the previous section. Plots of
c(t) versus r(t) are shown in Mgure 5 and have been calculated using the
vell kmown feedback formula c¢/r = g/(1 + gh). Comparison of the curves
shown in Figure 5 with those shown in Migure 4 shows that the same per cent
veriation in X and 12 results in much less variation in the transfer

characteristic c(t)/r(t) in the latter case than in the former.

Adaptive rol syst ac
One of the many block diagram configurations which satisfies the defi-

nition of an adaptive control system given in this dissertation is showm in



Figure 5. Transfer characteristic for a typical open=loop system
such as shown in FMigure 1 ‘
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Figure k. Block disgram of a typical feedback control system with
standard symbols and their values for the problem under
discussion .
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Figure 5. Transfer characterietic for a typioal closedeloop
feedback control system such as shown in Figure &
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Figure 6+ Block diagram of a typical reciprocal model reference
edeptive control system represented by the equation
c= K, +K'(r- e/Kd) r
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Mgure 6. DMore specifically, it may be classed as a reciprocal model
reference adaptive control systeme Tho measurement of system perfermance
is accomplished by multiplying the output by the reciprocal of the desired
transfer characteristic; the eveluation is accomplished by comparing this
function of the output to the input; and the change is the increment added
to (or subtracted from) the nominal, but varisble, gain Ky

Referring to the block diagram shown in Figure §, the equation re-

'hting the output varieble o(t) and the input variable r(t) may be written

as
c -l}(ﬂwK‘(r-c/Kd):lr 1
rearranging Equation 1
K, |
c + -K-; re = r(l(.‘1 + K1r) | 2
X
solving for ¢ provided that (1 + T r) £0
d
r(l{.1 + l(ir)
c = K L4 . 5
1
(1 + T r)
d

An alternate form of Equation 1 which is scmetimes more convenient may be
obtained by dividing both mmerator end denominator by K1 provided that K1

does not equal zero.

Kyt
r(-l‘-(s—-tr)

G+ 1
1 d

1chceforth, for convenience, c(t) will be written as sixply o, and
r(t) as r, respectively.
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It is now interesting to consider two cases.

Case 1. Let K‘1 = Kd. This is the special case when the nominal

gein K.1 is equal to the desired gain Kd. Substituting

this value for Kh into eithor Equation 1t or 3

1

¢ = Kdr . 5

which is the desired relationship.
Case 2. Let K,r)>‘Ka1 and K,r)) Ko This is the case when the
adaptive loop gain is very highs Then from Equation 4

e R Kr 6

which is sgain the desired relatiomship.

Before becoming too elated with the above results, it should be noted

that the fundamental equations are indeed nonlinear and as a consequence

have somo of the idiosyncrasies associated with nonlinear equations. For
' K
example, the comdition that (1 + El'r) £ 0 is not just s mathematical
. - d
frill, because in the anslog computer simulation of this equation with

. K1-10,1"-1. ..nde

takes on almost any value of voltage with the +1G0 and <100 volt amplifier

= 10,. the output actually is indeterminate and

saturation voltages being about equally probable.

Because Equation 4 is nonlinear, it is most informative to plot ¢ as &
function of r for various values of Ka1 and K,. To be more specific,
Figure 7 is a plot of Equation 4 for Kd = 10, K1 = 10, and Kn1 having the
values of 1, 10, and 100. Figure 8 is tho ssme except K1 = 100 instead of
103 and in Figure 9, K1 has the value of 1000, The solid lines represemt
the caloulated values, while the small circles, squares, and triangles

represent experimentally observed data points obtained by simulation on a
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Donner Model 3500 analog computer.

Comparison of the three approaches
When viewing a system from its terminal chanctériaticl, it is quite

often impossible to distinguish between an open-loop, a closed-loop, or an
adaptive control apace systeme It should be emphasized that although the
terminal characteriuticl.my be identical, the internil configurations may
be radically different. Two examples will make this more clear.

‘ MIO 1. Referring to Pigure 10 a the transfer function of the

network B (-)/E (s) may be written as

2(') ‘1
+ 1/Cs 1+Rc-‘

Now referring to Figure .‘lO”b and using standard block diagram alge-
bra for fewvdback control systems the ratio of the output to the
input may be written as

E,(s) RCs 1 8

"1 1 1/RCs ~ 1 + RCs °

Notice that it is impossible to distinguish between the final ex~
pressions for the transfer function as given by Equations 7 and 8.
Example 2. An even more simple example may even make this more
clear. heferr:lng to Figure 11 a, the ratio of the output voltage

v, to the input voltage v, may be written as

2
R,

1 B +R

2.
v

Now referring to Figure 11 b, and again using standard block dia~

granm algebra, the ratio of the output to the imput may be written as



Figure 10« The cpen~loop system shown in part a and the closed-2oop
systen lhovx(l in part b both lead to the same transfer
E.(s) ' :
2 1

function m = m
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Figure 11. The cpen~loop system shown in part a and the closed-loop
systez shown in part b both lead to the same transfer
\ /
characteristic £ - —R—z—-—
71 : R1 + R2
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\z 1 ¢ Rz/R1 R1 + R2

Here again it is impossible to distinguish between a closed=loop and
an opon;loop system by just the terminal chnractefilticl. The funda-
montal difference is the type of configuration inside.

A comparison of the results obtained by the opon—loqp; closed=loop,
and adaptive control system approaches will now be made for the case vhere
Ky = Ky =Ky a
open=lcop system ¢ = 10r; from Figure 5 for thé closed=loop system ¢ = 10r;

= 10, and the desired gain K, = 10. From Figure 3 for an
and finally from Equation 1 or Figure 7, for the adaptive control systen,
egain ¢ = 10r. Notice that the terminal characteristic equation does not

indicate the type of internal configuration that exists.
Conputbr Simulations

The simulation of any set of equations on an anslog computer requires,
in addition to the basic knowledge concerning the theory of analog com-
puters, a detailed knowledge of the specific characto;iotico'of the par-
ticular computer being used. Drift charscteristics of the amplifiers de-
termine whether time scaling is required; saturation levels of the amplie
fiers determine whether amplitude scaling is noeonuiry; and such charactere
istics as emplifier phase shift and noise prevent the use of all thooreti-
cally polaiﬁle operational amplifier configurations. Although many analog
computer configurations are poesible, two have been chosen because they are

representative of what may be achieved.



Analog cogpute tion 1

The funotional block diagram for the analog computer solution of
Equation 1 rewritten as

¢ =K,r+ K‘rz - 1(1:«:/1(d 1

is shown in Figure 12. It is called a functional block diagram because it
is simply an intermediate aid in the simulation and does not show detail
such as the sign reversal introduced by evorj operational amplifier nor
does it concern itself with maintaining proper signal amplitudes. Signal
amplitudes which are too large exceed the maximum capabilities of the
amplifiers while levels which are too small are noisy and result in low
signal to noise ratios.

The wiring dhgm‘ for solving Equation 11 using approach 1 for Kn'i -
K

= K, » 10 is shown in Figure 15 and the data obtained are plotted on

1 d
Figure 7. Corresponding data are also plotted on Figures 8 and 9. This
particular cbnﬂgurttion is vuti.ftctory for obtaining data of a static
nature, but it has some shortcomings when used for determining the dynamic
behavior of the gycten because of the manner in which adaption tekes place.

. Two function multipliers are also required in approo.cix 1 as compared to

only one function multiplier in approach 2.

Analog ¢ tor s tion 2
The functional block diagram for the aralog computer solution of

2
¢ = Kgor + K Kor" = xazxa“/xd . 12
is shown in Mgure 14. EBquations 11 and 12 have oxactly the same tori and
are of the same degree and order but different constants have been used.

The wiring diagram for solving Bquation 12 is shown in Figure 15 for



Figure 12. Funectional block diagram for an amalog computer solution
of Equation 1 rewritten as ¢ = K ,r + x1r2 - K,rc/xd
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Figure 13. Approach 1 to the Donner analog computer wiring diagrem for
solving the equation O.lc = r + r° @ O.lre
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All resistor values are in megohms.




Figure 14. Funotional block diagram of a typical reciprocal model
reference adaptive control system represented by the

2
oquation ¢ = K ,r + K K r° « K K ro/K,
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Figure 15. Approach 2 to the Donner analog wiring diagram for solving the
equation Oelc'= r + r - Oelre



All resistor wvalues are in megolms

fij1o voltis

ol

-10r

=e01UV
v

-elec




ko

Ka2 - Ka = 10 and Ka = 1. The data obtainsd from this setup are not
significantly different from that obtained in Figure 15, but Figure 15 uses
only one function multiplier and two of the four operational amplifiers are
essentielly spare amplifiers and are available for use as integrators or

first order delays. The two spare amplifiers are numbers > and 4 which are

connected for unity gain, and since each ihverta, the output of amplifier 4

is equal to the input to emplifier 3.

Other anslog computer aimulations

There are literally hundreds of different possible analog computer
configurations vhich.vill verify Equation 1 or some variation of it. It is
the variations which are of much more interest now and will be discussed
further.A |

To simulate a delay in adaption, a capacitor may be added in pearallel
to tho.fbedback resistor associated with amplifier 3 in Figure 15. 8imi.
larly, if a capacitor is also added to amplifier 4, two cascaded first
order deleys may be simulated. Both of these cases have been simulated and
aéreo with predicted results. To be more specific, in the case of one
first order delay, the value of the ou@put exponentially approaches the
same final value as in the corresponding static case with a time constant
equai to the product of the feedback capacitor and the feedback resistor.

To simulate an amplifier with limited bandwidth, one or two operation=
al amplifiers may be inaorted in Figure 13 in series with the output before
it is fed back to amplifier 2. This situation has also been simulated in

the laboratory but the adaptive characteristics of the system are repre-
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sented by the measured steady stete values which are identical to the data

already presented and, therefore, they are not repeated here.
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CONCLUSIONS AND RECOMMERDATIONS

The results of this study appeer to substantiate the truth of the
ltatuoﬁt frequently made .tho.t there is not a unique solution to an engie
neering cynthoda problem. These nomﬂiqno solutions are obtained by ap~
plying known approaches or viewpoints (such as feedback) toward their so-
lution. Although the open=loop, closed=loop feedback, and adaptive control
systea approaches have been applied to a given problem, it would be pre-
sumptuous to nuuﬁ that this exhsusts all possibilities since some ap=
proaches are undoubtedly still to be discovered. |

One salient conclusion of this dissertation is that although different
approaches to a synthesis problem may lead to identical terminal character-
istios, the internal configuration may be radically different. The optimum
internmal configuration is one then that utilizes the desirable character-
istics to the utmost and minimizes the undesirable ones. For exsmple, in
connntiomi feedback, a f:ighor than necessary (but varying gain) is ex=
changed for a lower but more constant one. In an adaptive control system,
the stability problem is reduced by accepting the desired performance at a
time later than weuld be provided by conventional feedback, for example.

It 1s not recommended that all systems henceforth be adaptive }control
systems because, they too have undesirable charscteristics. When the come
plexity of the system is inocressed by adding first and second order time
dqlql, systen stability again becomes a problem and it is even more
ccnpliéttod than in the corresponding linear system because of its none
linear nature. PFor example, the presence of a small damping ratio in a

second order system and simisoidal excitation will quite likely lead to the
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Jump resonance phencmenon. Subharmonic generation is alsc possible. Ale
though no general rules are presently aveilable for defining the necessary
conditions for its occurrence, it has been observed in lightly damped
systems vith nonlinear restoring forces. In sll of the above cases,
inutahilitj would mest likely be observed by the presence of limit cycles
(bounded olciilat:lonl) of both the stable and unstable type. Any one of
the above situations could be (and has bean) the subject of lengthy ine

vestigations in itself.
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